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Abstract

In a Wireless Local Area Network (WLAN), clients typically associate with the AP that offers the maximal signal strength. Later works on client-AP association then further take load balancing and fairness into consideration. Those schemes however are not directly applicable in a multiuser MIMO (MU-MIMO) WLAN since different combinations of clients result in different throughput of each individual client. We show that the AP association problem for maximizing sum-rate in multi-cell MU-MIMO downlink networks is NP-hard. Therefore, in this paper, we present two client-AP association algorithm customized for MU-MIMO WLANs. The proposed algorithm jointly solves the problems of client-AP association and MU-MIMO client grouping with consideration of channel correlation among clients. It hence allows a good group of clients, i.e., those with low channel correlation, to together associate with the same proper AP and achieve a high sum-rate. We further extend the second algorithm to a distributed scheme. The simulation results show that our MU-MIMO AP association algorithm improves the aggregate throughput by about 11%-28% and 26%-45%, as compared to two common association approaches, i.e., RSSI-based and load-based schemes, respectively.
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I. INTRODUCTION

The massive number of mobile devices and the emergence of numerous applications, such as video streaming and social networks, together result in large demand for wireless network bandwidth. In order to satisfy this urgent demand, IEEE specifies 802.11n/ac in recent years to exploit MIMO technologies to provide a higher transmission rate for wireless networks. In a MIMO system, each device, i.e., an access point (AP) or client, can be equipped with multiple antennas, which can be used to deliver the spatial multiplexing gain or the diversity gain, or both [1]. MIMO technologies can hence substantially boost the network throughput by not only enabling simultaneous transmissions but also reducing the effect of signal fading.

Recently, 802.11ac is further proposed to enable multi-user MIMO (MU-MIMO) transmissions. In a MU-MIMO system, the AP equipped with multiple antennas can simultaneously transmit (beamform) packets to different clients (with either single antenna or multiple antennas). Concurrent transmissions can be realized by using a signal processing technique, called zero-forcing beamforming (ZFBF) [2]. By explicitly precoding the multiple packets, ZFBF eliminates the interference among simultaneous transmissions so that each client only receives its targeted signal. However, such precoding might affect the receiving SNR at each client, and thereby the achievable rate. As shown in previous work [3] [4], the sum-rate of a MU-MIMO network closely depends on channel correlation among concurrent beamformed clients. Therefore, the achievable throughput of a client in a MU-MIMO network not only depends on its receiving signal strength but also the channels of clients that associate with the same AP and could be formed as the same beamforming group.

The above property naturally introduces a new challenge: How should a client associate with a proper AP with consideration of channel correlation among clients? In a conventional wireless network, clients usually connect to the AP with the strongest signal strength. Some previous works then proposed to associate clients with the APs such that the load can be distributed evenly among the APs [5] or the overall network throughput can be maximized [6] [7]. However, those approaches do not consider the MU-MIMO scenario where clients can be served simultaneously. Since channel correlation among a group of clients might be different if those clients associate with different APs, AP association in a MU-MIMO WLAN should not only consider the signal strength and traffic load, but also the channels, i.e., channel state information (CSI), from different
APs. Therefore, this work aims at investigating the client-AP association problem in multi-cell MU-MIMO networks.

We formulate the joint client-AP association and client grouping problem in a sum-rate maximization model. Due to the NP-hardness of the joint problem, we propose a greedy algorithm to associate each client with a proper AP that allows it to have higher opportunities to find concurrent clients with uncorrelated channels, as a result producing a higher aggregate throughput. Then we propose a second algorithm that dynamically makes some clients associate with different APs for adapting various network conditions (e.g., the change of channel quality, client joining and leaving due to mobility) and also further extend the second algorithm to a distributed scheme. We consider a multi-cell downlink system that all coordinated APs are connected to a centralized controller so that it can be efficient to dynamically change the network topology as illustrated in Fig.1. This scenario is actually appropriate for an enterprise network, i.e., an airport, university, and conference center. Our simulation results show that the proposed algorithm improves the overall throughput by 11%-28% and 26%-45%, as compared to RSSI-based and load-based schemes, respectively, and have 22%-38% improvement gain on BPF scheme [8].

![Fig. 1: Enterprise network for multi-cell MU-MIMO LANs. The multiple coordinated APs connected to a centralized controller dynamically change network topology for client association.](image)

In summary, our main contributions are as follows:

- We first propose a greedy algorithm based on centralized scheme such that the APs have the global knowledge of the network and make the proper client association. Therefore, the AP can select the optimal subset of clients to transmit concurrently data to them, and the sum rate of clients can be maximized. The load of APs achieve balance, the total throughput of
clients also can be maximized.

- We propose an adaptation algorithm to execute client reassociation for the mobility of clients and channel variety to keep the maximum total throughput for our MU-MIMO system, i.e., a client arrivals/departs in/from the network.
- We show that the adaptation algorithm can be extend to a distributed scheme. Thus, this algorithm can be exactly adopted in the network without the coordination with a centralized controller.

The rest of our paper is organized as follows. In Section II, we discuss the related works on MU-MIMO client grouping and client-AP association. In Section III, we provide an overview of the ZFBF technique and formulate our system model, and show that our problem is NP-hard. In Section IV, we present the proposed greedy algorithms and extend adaptation algorithm to a distributed scheme. Section V gives the evaluation results of our algorithm. Finally, Section VI concludes this paper.

II. RELATED WORKS

Much attention has been devoted to the effect of adopting MIMO technologies in wireless networks [1], [9]. The advantages of MU-MIMO has been verified theoretically (e.g., the MU-MIMO systems can achieve higher channel capacity than the conventional networks where the AP only serves as a single client at each transmission) [10]–[12], and implemented practically [3], [4], [13]–[20]. A major problem focused in this network system is how to select a optimal subset of clients to communicate with an AP in order to maximize the sum rate.

For Gaussian broadcast MU-MIMO channel, Dirty Paper Coding (DPC) has been proven to be able to achieve the sum capacity [1], [21]. However, the implementation of DPC in MIMO systems is not practical due to its high computational complexity in encoding and decoding schemes, especially when the number of clients is large.

Another linear precoding technique with low complexity is Block Diagonalization (BD) [14], [17], [18], which uses linear precoding matrix to achieve inter-free interference between every receiver. In [18], under the same work of BD, the authors propose two suboptimal algorithm: c-algorithm and n-algorithm. The c-algorithm greedily selects the clients which maximizes the total throughput, whereas the n-algorithm does greedy selection based on channel Frobenius
norm. The overall performance of BD can achieve about 95% of the total throughput of the complete search.

ZFBF is a practical precoding scheme similar to BD that can produce the beamforming weight to completely eliminate the interference among the clients concurrently communicating with an AP. With ZFBF, the beamforming weight can be chosen with ease by inverting the channel gain matrix of clients, and the maximal number of clients that the AP simultaneously serve is exactly the number of antenna of transmitter [2]–[4], [13], [15] [22] [23].

However, selecting the best subset of clients requires a brute-force exhaustive search on all possible client sets in downlink MU-MIMO LANs, which is not practical also due to high complexity. Hence, many recent works has focused on suboptimal greedy client selection scheme, and some of them were based on ZFBF [13], [15], [22], [23]. In [15], swap (GUSS) algorithm adopts ‘add’, ‘delete’ and ‘swap’ operations in the client selection algorithm to avoid trapping into local optimum and shows that an efficient effective-channel-gain updating strategy can achieve most of the sum rate achieved by exhaustive search. In [16], MIMOMate is proposed in a leader-contention-based uplink MU-MIMO MAC protocol that can reduce the contention overhead for concurrent streams because it only selects the leader of the matched client to content for transmission opportunities. In [3], the authors propose a rate adaptation protocol for uplink MU-MIMO LANs in that each client can adapt their bit rate for concurrent transmission to improve the throughput.

Nevertheless, client selection schemes for downlink MU-MIMO LANs [13], [15], [22], [23] requires the correct channel state information (CSI) from the feedbacks of clients to select the optimal subset of clients for transmission with the aim of maximizing the sum rate. In [4], a low-complexity client selection scheme based on ZFBF is proposed in a limited feedback system in which each client feeds back the channel direction information (CDI) and the channel quality information (CQI) based on SINR. They also analyze the sum rate performance with the tradeoff between the number of clients and the number of feedback bits, and show that having more clients can reduce the feedback load.

The above-mentioned studies have investigated theoretical capacity analyze; little research on the implementation of MU-MIMO beaforming [2], [24] has been done. In [2], the authors show that smaller separation distance between two receivers can achieve the maximum sum rate and outdated channel information will affect the performance because of mobility and
environment variation. In [24], the authors propose a novel scheme to achieve the time and phase synchronization between coordinated APs in distributed MU-MIMO, and implement it in the FPGA of the WARP radio platform.

Association control for clients has been an important subject in recent research, which mostly focuses on optimizing different network parameters (i.e., fairness [6], throughput, interference [7], energy saving [25], handoff frequency, power adaptation [26], load balancing [6], etc) for maximizing client throughput.

In [6], the authors introduced a centralized algorithm for client association which takes into consideration the factor of fairness and load balancing. Their goal was to guarantee max-min fair bandwidth allocation, and the simulation results showed that their algorithm significantly outperforms popular heuristics. Other client association problems are discussed in a wireless mesh network (WMN) [27], [28]. A WMN can easily exchange information on backhauls between APs and has the advantage of dynamically self-configuring and self-organizing. In [27], a novel client association is proposed to achieve fair bandwidth allocation and considers the load balancing, signal strength, and WMN’s multi-hop characteristic. Due to the overhead of gathering information in a centralized approach, the authors also designed a distributed approaches for convenient deployment.

As mentioned above, the centralized approach is known to have problem of overhead in collecting information and inconvenient deployment [7], so research has been done on the distributed approaches for client association [25], [26], [29]–[32]. These works usually require information provided by AP which leads to the modifications of APs themselves. However, in [29], [32], only client devices needs to be modified for making client association. In [29], the authors proposed a practical online client association with reasonable computational overhead, and that can be implemented on commercial hardware without any modification. In addition to receiving information from AP for making client association, the clients can mutually exchange information to determine which AP is the optimal one that can provide best throughput performance [25], [30]. For saving energy power on device, the client devices use Bluetooth to transmit information when meeting other clients in the same coverage area of AP [25]. Taking the impact of heterogeneous 802.11a/b/g clients in 802.11n WLANs into consideration, [33] models the AP association problem as bi-dimensional Markov chain.

In [34], the authors propose a SAC protocol for hybrid nature of wireless network to improve
client association, where multiple APs are connected to a central control. They consider the factors of bandwidth and fairness, and formulate a max-flow problem to decide optimal client association. In [35], the authors provide guidelines for optimizing the performance of wireless network and explore the interrelation between channel allocation, user association and power control influences the performance of network. However, handoff cost is a non-negligible overhead for dynamic client association that the throughput performance of client maybe is affected. In [36], the authors use virtualized wireless network interface (WNIC) on each station that can be connected to multiple APs concurrently, so the handoff overhead can be negligible. The authors also adopted an association topology to achieve load balancing of AP in different traffic conditions.

Our work focused on making proper client association for downlink multi-cell MU-MIMO LANs, and adopts ZFBF scheme with low complexity on client selection to achieve maximum throughput.

III. SYSTEM MODEL

In this section, we first give the background of MU-MIMO networks and then describe our system model.

A. Zero-forcing Beamforming (ZFBF) for MU-MIMO

We consider a downlink MU-MIMO network that consists of an AP equipped with $N$ antennas and a set of clients $\mathcal{U}$. Say the AP serves a group of clients $\mathcal{G} \subseteq \mathcal{U}$ simultaneously, and transmits a symbol $s_u$ to client $u$, for all $u \in \mathcal{G}$. To eliminate interference, the AP pre-codes (multiplies) each transmitted symbol $s_u$ by a beamforming weight unit vector $w_u \in \mathbb{C}^{N \times 1}$. The signal received by a client $u \in \mathcal{G}$ can then be expressed by

$$y_u = \sqrt{P_u} h_u w_u s_u + \sum_{u' \in \mathcal{G}, u' \neq u} \sqrt{P_{u'}} h_u w_u s_{u'} + n_u,$$

(1)

where $P_u$ is the transmit power allocated to client $u$, $h_u \in \mathbb{C}^{1 \times N}$ is the channels between the AP and client $u$, which is independently and identically distributed (i.i.d.) complex Gaussian random variables with zero mean and unit variance, and $n_u$ is the Additive Gaussian White Noise (AWGN) at client $u$ with variance $\sigma_u^2$. Note that the sum transmit power should be restricted by
the maximum power, i.e., $\sum_u P_u \leq P_{\text{max}}$. In Eq. (1), the first term is the target signal for client $u$, and the second term is the interference from the streams of other clients.

Prior work [37] has shown that finding an optimal beamforming weight vector $w_u$ for all $u \in \mathcal{G}$ that maximizes the system capacity is a difficult non-convex optimization. Practical systems [2] hence instead exploit a simpler technique, called zero-forcing beamforming (ZFBF), to find the beamforming vectors $w_u$. In particular, to cancel (null) out the interfering signals at client $u$, the AP can pick the beamforming vectors $w_{u'}$ such that $h_u w_{u'} = 0$, for all $u' \in \mathcal{G}$ and $u' \neq u$. Such ZFBF ensures that each client $u$ does not see the second interference term in Eq. (1), and hence can exploit the standard decoder to recover the desired signal in the first term.

Let $H(\mathcal{G}) = [h_1 h_2 \cdots h_{|\mathcal{G}|}]^T$ be the matrix form of the channel vectors of all clients in the group $\mathcal{G}$, and, similarly, let $W(\mathcal{G}) = [w_1 w_2 \cdots w_{|\mathcal{S}|}]$ be the matrix form of the beamforming vectors of all clients in $\mathcal{G}$. According to [38], the ZFBF beamforming matrix can be obtained by the pseudo inverse of $H(\mathcal{G})$ as follows.

$$ W(\mathcal{G}) = H(\mathcal{G})^\dagger = H(\mathcal{G})^* (H(\mathcal{G}) H(\mathcal{G})^*)^{-1} $$

(2)

The sum-rate can be computed through the equation represented as

$$ R(\mathcal{G}) = \max_{P_u : \sum_{u \in \mathcal{G}} \gamma_u P_u \leq P_{\text{max}}} \sum_{u \in \mathcal{G}} \log(1 + P_u), $$

(3)

where

$$ \gamma_u = \frac{1}{\|w_u\|^2} = \left( (H(\mathcal{G}) H(\mathcal{G})^*)^{-1} \right)_{u,u} $$

(4)

can be regarded as the effective channel gain of client $u$ [39]. The optimal power allocation $P_u$ can be determined by the well-known water-filling algorithm. Since different groups of clients result in different system capacities, the AP should explicitly select a proper group of clients for concurrent transmissions. Note that an $N$-antenna AP can serve at most $N$ clients at the same time. In addition, serving more concurrent clients does not mean improving the sum-rate because channel correlation between clients might increase when more clients are served simultaneously. Therefore, the problem of optimal client grouping for sum-rate maximization can be formulated as

$$ \mathcal{G}^* = \arg \max_{\mathcal{G} \subseteq \mathcal{U}, |\mathcal{G}| \leq N} R(\mathcal{G}), $$

(5)
which can be solved by exhausted search or approximated by greedy algorithms [13], [22], [40]. For example, the basic idea of exhausted search is to search the best beamforming group $\mathcal{G}^*$ that produces the maximal sum-rate from $\mathcal{U}$, then exclude those clients (i.e., $\mathcal{U} = \mathcal{U} \setminus \mathcal{G}^*$), and repetitively select the best group from the remaining clients in $\mathcal{U}$ until every client belongs to one beamforming group. The average achievable sum-rate of beamforming groups associated with the same AP can then be estimated by

$$R(\mathcal{U}) \approx \frac{\sum_{\mathcal{G} \in \mathcal{S}} R(\mathcal{G})}{|\mathcal{S}|},$$

where $\mathcal{S}$ is the collection of all the selected groups $\mathcal{G}^*$.

**B. Client-AP Association Problem in MU-MIMO**

We consider a multi-cell scenario with a set of APs $\mathcal{A}$ and a set of clients $\mathcal{U}$. Each AP $a \in \mathcal{A}$ is equipped with $N_a$ antennas, and can serve at most $N_a$ clients simultaneously. Assume that neighboring APs can leverage spacial reuse, and operate over non-overlapping channels to avoid inter-cell interference. We leave jointly considering the client-AP association and channel assignment problems as our future work. Let $C_a$ denote the subset of clients that are covered by AP $a \in \mathcal{A}$. Then, each client $u \in \mathcal{U}$ can associate with any of its neighboring APs $a$ if $u \in C_a$. The clients that finally associate with AP $a$ are collected as a set $\mathcal{U}_a$, and hence $\mathcal{U}_a \subseteq C_a$.

The achievable sum-rate of an association set $\mathcal{U}_a$ depends on how clients are classified into beamforming groups, as mentioned in Eqs. (5) and (6). To simplify explanation, we use exhausted search to group clients in this work. However, our association algorithm can be combined with any client grouping algorithms. Without loss of generality, we assume that each AP knows the channel state information (CSI) of the clients within its coverage range to perform client grouping. In practice, the CSI of a client can either be estimated by its neighboring APs using reciprocity, or be estimated by clients and reported to the APs. Therefore, our objective is to associate each client with an AP, i.e., determining the proper association set $\mathcal{U}_a$ for all $a \in \mathcal{A}$, with consideration of beamforming grouping in a MU-MIMO downlink transmission scenario such that the sum-rate of all clients $\sum_{a \in \mathcal{A}} R(\mathcal{U}_a)$ can be maximized. Table I summarizes the notations used in this paper, and the above MU-MIMO client-AP association problem can be formulated as follows.
\[
\max \sum_{u \in U} \sum_{a \in A} r_{u,a}
\]

subject to

\[
\sum_{a \in A} I_{u,a} \leq 1, \forall u \in U
\]

\[
J_{\mathcal{G}_a} \leq I_{u,a}, \forall u \in \mathcal{G}_a \subseteq G_a, a \in A
\]

\[
\sum_{u \in \mathcal{G}_a \subseteq G_a} J_{\mathcal{G}_a} \leq 1, \forall a \in A
\]

\[
r_{u,a} = \frac{\sum_{u \in \mathcal{G}_a \subseteq G_a} r_{u,\mathcal{G}_a} J_{\mathcal{G}_a}}{\sum_{\mathcal{G}_a \subseteq G_a} J_{\mathcal{G}_a}}, \forall u \in U, a \in A
\]

\[
I_{u,a} \in \{0, 1\}, \forall u \in U, a \in A
\]

\[
J_{\mathcal{G}_a} \in \{0, 1\}, \forall \mathcal{G}_a \subseteq G_a, a \in A
\]

We introduce a binary variable \(I_{u,a}\) indicating whether client \(u\) associates with AP \(a\) for all \(u \in U\) and \(a \in A\). Specifically, \(I_{u,a}\) equals 1 if client \(u\) is served by AP \(a\), and equals 0, otherwise. Hence, Eq. (8) ensures that each client \(u\) associates with at most one AP. We note that, in a MU-MIMO network, the achievable rate of a client depends on channel orthogonality among concurrent clients. That is, a client might achieve a positive throughput when it communicates alone, but get zero throughput when it joins an improper beamforming group, i.e., clients with high channel correlation. Thus, for fair bandwidth sharing, we deem a subset of clients \(\mathcal{G}\) as a candidate beamforming group only if all the members \(u \in \mathcal{G}\) can obtain a non-zero throughput when they communicate concurrently, i.e., \(r_{u,\mathcal{G}} > 0\). For ease of representation, we collect all candidate beamforming groups of AP \(a\) as a set \(G_a\), which is defined as the set of candidate beamforming groups covered by AP \(a\), i.e.,

\[
G_a \triangleq \{\mathcal{G} : \mathcal{G} \subseteq \mathcal{C}_a, |\mathcal{G}| \leq N_a, r_{u,\mathcal{G}} > 0, \forall u \in \mathcal{G}\}.
\]

To model client grouping, we also introduce another binary variable \(J_{\mathcal{G}_a}\) to represent whether a candidate beamforming group \(\mathcal{G}_a\) is selected. Eq. (9) restricts that a group \(\mathcal{G}_a\) can only be selected, i.e., \(J_{\mathcal{G}_a} = 1\), if all its members \(u \in \mathcal{G}_a\) are associated with AP \(a\), i.e., \(I_{u,a} = 1, \forall u \in \mathcal{G}_a\). In addition, each client \(u\) can at most join one group, which is constrained by Eq. (10). Eq. (11) indicates that the expected achievable rate \(r_{u,a}\) of client \(u\) from AP \(a\) can be estimated by the rate it obtains from joining group \(\mathcal{G}_a\) divided by the number of groups served by AP \(a\), because
### Parameters Definition

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{A}$</td>
<td>the set of APs</td>
</tr>
<tr>
<td>$N_a$</td>
<td>the number of antennas equipped at AP $a \in \mathcal{A}$</td>
</tr>
<tr>
<td>$\mathcal{U}$</td>
<td>the set of clients</td>
</tr>
<tr>
<td>$\mathcal{C}_a$</td>
<td>the subset of clients that are covered by AP $a \in \mathcal{A}$</td>
</tr>
<tr>
<td>$\mathcal{G}_a$</td>
<td>a beamforming group of clients covered by AP $a \in \mathcal{A}$, in which all the member can communicate concurrently with AP $a$ and achieve a non-zero rate</td>
</tr>
<tr>
<td>$G_a$</td>
<td>the set of all candidate beamforming groups covered by AP $a$</td>
</tr>
<tr>
<td>$r_{u,G}$</td>
<td>the achievable rate of client $u$ if it communicates with AP $a$ when joining group $G$</td>
</tr>
</tbody>
</table>

### Variables Definition

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{u,a}$</td>
<td>binary variable indicating whether client $u$ associates with AP $a$</td>
</tr>
<tr>
<td>$J_{G_a}$</td>
<td>binary variable indicating whether the beamforming group $G_a \in G_a$ is selected by AP $a$</td>
</tr>
<tr>
<td>$r_{u,a}$</td>
<td>the expected achievable throughput of client $u$ when it associates with AP $a$</td>
</tr>
<tr>
<td>$\mathcal{U}_a$</td>
<td>the set of clients that associate with AP $a$</td>
</tr>
</tbody>
</table>

| Table I: Definition of notations |

The capacity of AP $a$ should be shared by all the beamforming groups. Finally, the objective is to maximize the sum-rate of all clients.

### C. Hardness result

We show that our client-AP association problem in multi-cell MU-MIMO network can not be solved in polynomial time unless $P = NP$, i.e. the problem is NP-hard. Our reduction is via 3-dimensional matching problem, which is NP-complete.

**Definition1**: Given an instance of the following problem: Disjoint sets $B = \{b_1, \ldots, b_n\}$, $C = \{c_1, \ldots, c_n\}$, $D = \{d_1, \ldots, d_n\}$, and a family $F = T_1, \ldots, T_m$ of triples with $|T_i \cap B| = |T_i \cap C| = |T_i \cap D| = 1$ for $i=1,\ldots,m$. Question: Does $F$ contain a matching, i.e., a subfamily $F'$ for which $|F'| = n$ and $\bigcup_{T_i \in F'} T_i = B \cup C \cup D$ ?

**Theorem1**: client-AP association problem for maximizing sum-rate in MU-MIMO network is NP-hard, where multiple APs and multiple clients are equipped with multiple antennas and
one antenna, respectively.

Proof: We slightly adapting the reduction in [41] [42], and we assume that $m > n$ in our reduction. We call the triples that contain $b_j$ be the number of triples of type $j$ for $j=1,...,n$. AP $i$ corresponds to the triple $T_i$ for $i=1,...,m$. There are $2n$ element clients, corresponding to the $2n$ elements of $C \cup D$. There are $t_j$-1 dummy client of type $j$ for $j=1,...,n$, and the total number of clients is $m - n$. AP $i$ corresponding to a triple of type $j$, say $T_i=(b_j, c_k, d_l)$, the corresponding element clients $c_k$ and $d_l$ have an original rate of $R$, respectively. The ZFBF gain when scheduling two element clients together is $S$, and each obtains a rate of $SR$. Each of the dummy clients of type $j$ has a rate of $R$. However, the ZFBF gain $S'$ when an element client and a dummy client of type $j$ are assigned to one of the $t_j$ APs, is much smaller than $S$. All other clients obtain a rate from APs are 0. We assume that a matching exists if our objective function $F^* \geq F$ where $F = 2nGR + (m - n)R$ (The $GR$ denotes the rate $r_{u,a}$ after client selection in our objective function).

Suppose there is a matching. For each $T_i = (b_j, c_k, d_l)$ in the matching, associate element client $c_k$ and $d_l$ with AP $i$. For each $j$, this leaves $t_j$-1 idle APs corresponds to triples of type $j$ that are not in the matching; associate the $t_j$-1 dummy client of type $j$ with these $t_j$-1 APs. This association strategy comply with our objective function value of $F = 2nGR + (m - n)R$. Conversely, suppose that there is such an association strategy with objective function $F^* \geq F$. Each dummy client of type $j$ is associated with an AP of type $j$. Therefore, APs should not be idle. If possible, with our objective function for obtaining a better solution, there is exactly one AP corresponding to a triple of type $j$ that is associated with two element clients. Each AP is equipped with two antennas, therefore, no AP should get more than 3 clients. For those APs with two clients, it is better to associate two element clients corresponding to AP of type $j$, because the ZFBF gain is better. So in any of these assignment, there is exactly one AP for each type $j$ equipped with two antennas that be associated with two element clients corresponding to type $j$. There are all $2n$ element clients which implies a 3-dimensional matching in the original problem. This problem can be extend to the scenario that each AP is equipped with three antennas, it is also implies a 3-dimensional matching.
IV. MU-MIMO AP ASSOCIATION ALGORITHM

In this section, we first introduce our centralized greedy algorithm (Algorithm 1) to make an optimal client-AP association, and then we propose another adaptation algorithm (Algorithm 2) to execute periodic client reassociation based on the current network condition (i.e., the variance in channel characteristic from client mobility, a client arrives/departs in/from the network). We also show that the adaptation algorithm can be extended to a distributed scheme.

A. Maximization sum-rate greedy algorithm

The key idea of the proposed greedy algorithm is to iteratively associate a candidate beamforming group with its best AP that contributes the maximum incremental throughput. The iterative association procedure terminates until each of the clients $u \in U$ is connected to an AP and included in one beamforming group. Algorithm 1 summarizes our greedy algorithm. Recall that $G_a$ is the set of all candidate beamforming groups within the coverage of AP $a$. We create a set $S_a$ to collect all the beamforming groups selected to associate with AP $a$, which is initially set as an empty set $S_a = \emptyset$. To pick the group that produces maximum incremental throughput, we estimate the achievable throughput $T(G_a)$ of all candidate groups $G_a \in G_a$, for all APs $a \in A$:

$$T(G_a) = \frac{R(G_a)}{|S_a \cup G_a|}, \quad (15)$$

where $S_a$ is the set of beamforming groups that have already associated with AP $a$. The rationale of the above equation is that each beamforming group should share the medium, and hence the available bandwidth, with other groups that associate with the same AP. Therefore, the actual achievable throughput of a group is not only related to its instantaneous sum-rate, but also depends on the load of its associated AP. In other words, a group could achieve a relatively low throughput if it connects to a heavy loaded AP that already serves many groups, even if the instant sum-rate of the group, i.e., $R(G)$ is high. Here, we assume that all the associated groups share an equal proportion of channel time to communicate with the AP, and hence we can estimate the achievable throughput of a group by its sum-rate divided the number of associated groups. However, some protocols, e.g., 802.11, support packet fairness, instead of time fairness. We can use more sophisticated method, e.g., [43], to estimate the achievable throughput based on the design of the MAC protocol, without affecting the operation of our algorithm.
Algorithm 1 Greedy algorithm for MU-MIMO AP association

**Input**: set of APs $A$; set of clients $U$; set of clients $C_a$ covered by AP $a \in A$; set of candidate beamforming groups $G_a$ covered by AP $a \in A$

**Output**: set of clients $U_a$ associated with AP $a \in A$

1. $U_a \leftarrow \{\}$, $S_a \leftarrow \{\}$ for all $a \in A$
2. **while** $U \neq \{\}$ **do**
3. \[ T(G_a) = \frac{R(G_a)}{|S_a \cup G_a|} \quad \forall G_a \in G_a, a \in A \]
4. \[ (a^*, G^*) = \arg \max_{a \in A, G_a \in G_a} T(G_a) \]
5. \[ U_a^* \leftarrow U_a \cup G^*, S_a^* \leftarrow S_a \cup \{G^*\} \]
6. \[ U \leftarrow U \setminus G^* \]
7. \[ G_a \leftarrow G_a \setminus \{G : G \in G_a, G \cap G^* \neq \phi\} \quad \text{for all} \ a \in A \]
8. **end while**
9. **return** $U_a$ for all $a \in A$

With the estimated achievable throughput, we can then pick the group along with its associated AP that achieves the maximum throughput gain as follows.

\[
(a^*, G^*) = \arg \max\limits_{a \in A, G_a \in G_a} T(G_a) \\
= \arg \max\limits_{a \in A, G_a \in G_a} \frac{R(G_a)}{|S_a \cup G_a|}.
\] (16)

Once we find the best beamforming group $G^*$ along with its proper AP $a^*$, we can associate all the members $u \in G^*$ with AP $a^*$, i.e., $U_a = U_a \cup G^*$. After each selection iteration, we discard all the other candidate beamforming groups that contain the clients $u \in G^*$, as shown in line 7 of Algorithm 1, and also remove the clients in $G^*$ from the original client set $U$. The selection procedure is repeatedly executed until $U$ becomes empty, meaning that all the clients in $U$ associate with an AP. Therefore, different from conventional client-AP association approaches, our algorithm not only associates clients with proper APs, but also, at the same time, forms beamforming groups that can produce high throughput.

Since most of APs in an enterprise/campus WLAN are connected via backhaul wired networks, our proposed algorithm can be practically realized by delegating a lead AP to perform coordination. One way is to let the lead AP collect the information about the achievable rates of
the candidate groups $G_a$ from all APs and solve Algorithm 1. Alternatively, we can reduce the amount of information exchange by iteratively asking each AP to report the achievable sum-rate of its best beamforming group, i.e., $T(G^*)$, to the lead AP. The lead AP can pick the best client-AP association tuple once it collects all the reports, and announces the results to all the other APs and waits for the next iteration of best group selection. On the other hand, association needs to be updated when the channels of clients change. However, frequent re-association will also cause expensive overhead and oscillation. We hence ask the APs to execute the association algorithm periodically. Deciding the optimal update duration that best balances the tradeoff between the overhead and performance is a potential future research direction.

An example is shown in Table II, where there are two APs equipped with two antennas in the MU-MIMO system and three clients with single antenna. Initially, the network conditions are presented in Table II(a). Each AP selects a subset of clients with the maximum sum rate from theirs set $G_a$, then the maximum subset of clients (2,3) are selected from all APs (Table II(b)). The selected subset of clients (2,3) with the maximum sum rate are associated with the AP $A$, then we subtract them from the set $U$ and $G_a$ to avoid selecting the duplicate users (2,3) at next iteration (Table II(c)).

However, with the considerations of channel variety and client mobility, we propose another adaptation algorithm to execute client reassociation, which will be introduced in the next subsection. The adaptation algorithm uses a client reassociation strategy only for those clients, whose data rates decline due to client mobility or those who arrives/departs in/from the network after client reselection.

B. Adaptation Algorithm

In this section, we describe the adaptation algorithm that we proposed for executing client reassociations for maximizing the sum rate. The condition of a network is constantly changing. For example, when a new client enters into the network or an existing leaves the network, the condition of the network changes. Therefore, we also consider the variability of network in the design of our method. Thus, we propose an adaptation algorithm (Algorithm 2) for adapting network variability while preserving maximum sum capacity in MU-MIMO LANs.

First, we consider a scenario that a new client enters into the network or an existing client leaves from the coverage of an AP in the network. In order to achieve the maximum sum rate
of MU-MIMO system in this scenario, Algorithm 2 makes this new client to be associated with an optimal AP. The equation for the selection of the optimal AP to be associated with a new client is:

$$a^* = \arg\max_{a \in \mathcal{A}_u} \left( \sum_{u \in \mathcal{U}'_a} r_{u,a} / |\mathcal{U}'_a| - t_a \right)$$ (17)

The new client $u$ may be covered by many APs. We let $\mathcal{A}_u$ denote APs whose coverages cover
the new client $u$. First we need to compute each data rate $r'_{u,a}$ given the client $u$ is associated with each AP $a \in A_u$. Let $t_a$ denote the original throughput of AP $a$ before the association with client $u$, and $U'_a$ denote the set of clients that AP $a$ currently serves, including client $u$. In Eq.(17), the new throughput can be estimated by $r'_{u,a}/|U'_a|$, and to subtract the original throughput $t_a$ from it indicates the gain for the new AP $a$ from serving the new client $u$. We search all APs in the set $A_u$ to find the AP $a^*$ that can achieve the maximal gain for our MU-MIMO system, and then we associate client $u$ with AP $a^*$ and update the set $U'_a$ with the new set $U'_a$ that includes new client $u$.

We execute client reselection to match the maximal sum rate of the subset of clients on an AP to achieve maximal multiplexing gain when a client connects/disconnects to an AP or the channel characteristic changes due to client mobility. The Algorithm 2 focuses on adopting reassociation strategy for the client based on the current network condition at per period. We first compute the load of all APs $a \in A$, denoted by $L_a$, and the load definition is interpreted in [5]. The load should be inversely proportional to the bandwidth that the clients obtain from an AP. Assuming that each AP $a$ provides the same traffic volume of size 1 to all its associated clients $u \in U_a$, and $r'_{u,a}$ denotes the current latest data rate (i.e., $L_a = \sum \frac{1}{r'_{u,a}}$). And we sort all APs $a$ in the set $M_a$ by $L_a$ in an descending order, then we start to switch clients $u \in U_a$ to other APs from the maximum load of AP to the minimum load of AP for balancing the load of all APs $a \in M_a$.

We further divide all clients $u \in U_a$ into two categories sets: (i) The first set $U_d$ includes the clients with reduction on its data rate. Let $r'_{u,a}$ denote the latest data rate after executing client reselection due to client mobility on the AP $a$, and $r_{u,a}$ is the last data rate obtained from the AP $a$. (ii) The second set $U_o$ includes the clients, whose data rates remain unchanged. Then sorting all clients $u$ in these two sets $U_d$ and $U_o$ by the weight $W_{\text{decline}}$ and $W_{\text{original}}$ in a descending order, respectively. These two weights are represented as

$$W_{\text{original}} = \left[(\text{SNR}_{\text{alone}} - \text{SNR}_{\text{new}})/\text{SNR}_{\text{alone}}\right]$$  \hspace{1cm} (18)

$$W_{\text{decline}} = \left[(\text{SNR}_{\text{old}} - \text{SNR}_{\text{new}})/\text{SNR}_{\text{old}}\right] \ast W_{\text{original}}$$  \hspace{1cm} (19)

where $\text{SNR}_{\text{alone}}$ denotes the client’s SNR that an AP communicates with only this client at one time, $\text{SNR}_{\text{old}}$ denotes the last client’s SNR that concurrently communicates with other clients.
with an AP, and $SNR_{new}$ indicates the latest client’s SNR after client reselection. Thus, $W_{original}$ indicates the percentage of SNR reduction for the client as it concurrently communicates with other clients with an AP, that can be channel orthogonality between other clients for the client $u$. The amount of SNR reduction is inversely proportional to channel orthogonality. Let $W_{decline}$ indicates the percentage of SNR reduction for the client after client reselection that be multiplied by the weight $W_{original}$.

In Algorithm 2, at per period, we only switch the clients to other APs, which in the set $U_o$ or $U_d$ in each APs $a \in M_a$. Therefore, if the set $U_d$ is empty, we will do client reassociation for clients in set $U_o$. However, in order to guarantee that the client can obtain higher rate and produce maximal total incremental throughput for our MU-MIMO network, we formulate two qualifications that must be satisfied by any client $u$ in set $U_o$ or $U_d$ before reassociation. The qualifications are represented as

$$r_{u,j} - r_{u,a} > 0$$

(20)

$$\left( t_a + t_{u,j} \right) - \left( t_{u,a} + t_j \right) > 0$$

(21)

Let $t_j$ and $t_{u,a}$ indicate the throughput of AP $j \in A_u$ that has not served the client $u$ and the latest throughput of the AP $a \in A_u$ that currently serve the client $u$ respectively. And we denote $t_{u,j}$ and $t''$ as the renew throughput of the AP $j$ that associates to client $u$ after client reassociation and the renewed throughput of the AP $a$ that be disconnected from client $u$. In order to produce incremental gain on rate of client $u$ and the total throughput for our downlink system, the Eq.(20) and Eq.(21) also must be satisfied before switching client $u$ to AP $j$ from AP $a$. Then, If the any AP $j \in A_u$ satisfies the above restrictions, we put this AP $j$ into the set $M_c$. Because all coordinated APs are connected to a centralized controller that constantly monitors the whole condition of network, the above situation can be detected and computed to determine whether the client reassociation is executed.

For achieving the maximal total incremental throughput, the Algorithm 2 determine that a client $u$ switches to which one AP $j^*$ providing the highest benefit from an original AP $a$. If there is no AP $j$ complies with above qualifications, the client $u$ still keep connecting with
original AP $a$ and adopting original $r_{u,a}^\prime$ in downlink. The main equation for finding the optimal AP $j^* \in \mathcal{A}_u, a \neq j^*$ for client $u$ is as follows

$$j^* = \arg \max_{a \neq j \in M_c} \left[ (t_a^\prime + t_{u,j}^\prime) - (t_{u\rightarrow a} + t_j) \right].$$

Through the Eq.(22), thus, the client $u$ is switched to another AP $j^*$ to obtain the best performance. Then, the new set $\mathcal{U}_j$, and $\mathcal{U}_a''$, the former includes the client $u$ and the latter denotes the remainder of clients after client $u$ disconnects to AP $a$, both of them update the original the set $\mathcal{U}_j$, and $\mathcal{U}_a$, respectively.

In our design, each AP $a \in \mathcal{A}$ always check that whether the channel characteristics between its clients $u \in \mathcal{U}_a$ have be changed due to client mobility or the client is connected/disconnected to it, then it executes client reselection. Our Algorithm 2 is executed to adopt an optimal client reassociation for maximizing the sum rate based on the current network condition at per period. It adopts the client reassociation on the maximum load of AP in the set $M_a$ until the all APs in set $M_a$ also adopt this operation once for theirs clients. Thus, each AP can switch theirs clients to other optimal APs based on the current condition of clients.

C. Distributed Algorithm

The above two algorithms assume that each AP $a$ are connected to a centralized controller so that it has global information of whole network and can be efficient to dynamically change the network topology for client reassociation. However, it might not be the practice solution for a network, where APs have be set up in the environment and are not connected to a centralized controller. Hence, we extend our Algorithm 2 in a distributed scheme, where APs use local information to decide optimal client association strategy at per period.

We first let each AP $a$ can periodically broadcast the information: (i) the set $\mathcal{U}_d$ and $\mathcal{U}_o$ (ii) all clients’ data rate in set $\mathcal{U}_d$ and $\mathcal{U}_o$, (iii) its load, and collect these information from its neighboring APs. Then, each AP creates its neighbor_list that includes these informations, and checks that whether it has the maximum load in its neighbor_list. If AP $a$ has maximum load in its neighbor_list, it starts to decide whether to switch its clients in the set $\mathcal{U}_d$ or $\mathcal{U}_o$ to its neighboring APs for maximizing sum rate. If other APs $j \in \mathcal{A}, j \neq a$ also include the AP $a$ with the maximum load in theirs neighbor_list, they compute $t_{u,j}^\prime$ and $r_{u,j}$ for the client $u$ in
the AP $a$’s set $U_d$ or $U_o$ and also be covered by these APs $j$. Then these APs $j$ broadcast $t'_{u,j}$ and $r_{u,j}$, the AP $a$ can check that whether switching the client $u$ to AP $j$ can achieve a positive gain, i.e., satisfy the Eq.(20) and Eq.(21). In order to obtaining the maximal gain for our MU-MIMO system, AP $a$ switches client $u$ to the AP $j^*$ in Eq.(22). When the AP $a$ adopt the client reassociation strategy for all clients in set $U_d$ or $U_o$, it sends a termination information to its neighboring APs. Then the second maximum load of AP in AP $a$’s neighbor list will execute the same procedure, and the remainder of APs in AP $a$’s neighbor list also do it with descending order of load. The Algorithm 2 in a distributed scheme will be periodically executed, and each AP $a$ adopts a client reassociation for their clients based on the descending order of load in their neighbor list until all AP $a \in A$ execute this procedure once. The biggest difference between this distributed scheme and the centralized scheme with the Algorithm 2 is that the APs must exploit local information exchange to adjust the client configuration. Therefore, a distributed scheme can also cope with the network dynamics such that the clients are mobile, or join and leave dynamically.

D. Computational complexity

Each iteration of Algorithm 1 includes two steps: (i) each AP selects its best beamforming group, and (ii) each AP removes the unnecessary candidate groups from $G_a$. We note that the complexity of Algorithm 1 highly depends on the complexity of the client grouping algorithm we apply. If we apply exhausted search, we need to search the best beamforming group from the set of candidates $G_a$. Since the size of $G_a$ is $\sum_{k=1}^{N_a} C(|U|, k)$ for each AP $a \in A$ and we need at most $|U|$ iterations, the complexity of Algorithm 1 is $O(|U|^{N_a}|A||U|)$. However, we can combine our algorithm with some lightweight client grouping algorithms, e.g., [13] [22], with the complexity of $O(N_a^3|U|)$ for each iteration of client grouping. Then, the overall complexity can be reduced to $O(N_a^3|A||U|)$. The complexity of Algorithm 2 is $O(N_a^3|A||U|^2)$. To balance the tradeoff between complexity and performance, we keep our algorithm flexible, and let the system deployer determine the client grouping algorithm. One can apply exhausted search when the number of antennas at each AP is small, while applying greedy algorithms, otherwise.
E. Practical issue

To obtain the channel information of all users at APs for selecting a better subset of users, the users can leverage *channel reciprocity* [44] to learn their channels by exploiting the beacons and report this channel information to the AP. Therefore, the CSI is available to both AP and users. To improve the network performance for users whose data rates decline, the Algorithm 2 is executed to reassociate them to other better APs. However, the reassociation mechanism can cause the latency of transmission, and a user may experience a connectivity gap. In order to address the seamless connections in WLANs, smooth reassociation mechanism that use a second wireless interface has been identified as an interesting way to reduce reassociation latency and improve user experience [45], [46]. Therefore, before disconnecting from an original AP, the second interface is triggered to connect to a candidate AP to provide continuous connectivity. In our MU-MIMO system, our cooperated AP also provides the information of candidate AP(e.g., BSSID, its channel), the user can directly associate the candidate AP to avoid the overhead in scanning phase. Therefore, the reassociation mechanism can be executed practically to improve the network performance and maintain continuous connectivity.

V. Simulation Results

We conduct simulations to evaluate our algorithm in a multi-cell MU-MIMO network. Clients and APs are uniformly randomly distributed in a $500 \times 500 m$ square area. Each AP is equipped with 3-4 antennas, while each client is equipped with a single antenna. The communication range of each AP is $150 m$. Each node applies the free-space path loss model with the exponent 3. The transmit power is set to 15 dBm, while the noise level is set to -95 dBm. Each adjacent AP uses different channels to enable spatial reuse. We assume that all the clients have continuous downlink traffic. Each AP hence transmits concurrent packets to the members of each beamforming group in a round-robin manner.

We compare our greedy algorithm with three association schemes. One is the RSSI-based association scheme, which allows each client to select the AP with the strongest signal strength. The second scheme is the load-balancing association scheme, where the client selects the AP with consideration of the load, i.e., number of served clients, of the APs. To be specific, each client predicts its achievable throughput from all the APs within its coverage range, and selects the one that provides the highest single-link throughput, without considering channel correlation.
among clients. However, since the throughput estimation depends on the number of clients that have associated with an AP, we let clients sequentially select their suitable APs in a random order. The third scheme is BPF [8] based on a novel performance revenue function, which jointly considers AP association and fair bandwidth allocation. Thus, it can achieve proportional fairness. All the comparison schemes use exhausted search to find beamforming groups. We check the performance of the comparison schemes for varying numbers of APs, numbers of clients and numbers of antennas equipped at each AP. For each simulation setting, we report the average result of 50 simulation runs.

We first consider the impact of traffic load on the throughput performance by changing the number of clients from 50 to 250. The number of APs is fixed to 25. Figs. 2(a) and 2(b) plot the average throughput of each beamforming group for 3-antenna and 4-antenna APs scenarios.
respectively. The results show that the performance of the load-based and BPF schemes are even worse than the simple RSSI-based scheme. This illustrates that estimating the throughput without considering channel correlation among clients might overestimate the available bandwidth from an AP, and hence performs worse in a MU-MIMO environment. By jointly considering client grouping, our greedy algorithm outperforms the other three association schemes. The average gain of our greedy algorithm over the RSSI-based, loading-based and BPF schemes is 11% (12%), 26% (28%) and 22% (30%), respectively, in the 3-antenna (4-antenna) AP scenarios. The maximum gain is up to 15% (17%), 37% (38%) and 34% (38%), respectively, when the number of clients is 100. The performance of the BPF scheme is similar to the performance of the Load-based scheme. When the number of clients is 50, each AP may cover only a small number of clients, as a result reducing the benefit of diversity. On the other hand, when the
number of clients increases, even without proper client-AP association, the AP might still be able to select acceptably good beamforming groups. This explains why the throughput gain for the 250-client case is less significant than the 100-client case. In the 4-antenna AP scenarios, the clients achieve a higher throughput than that obtained in the 3-antenna AP scenarios because the APs can support more concurrent clients. However, the general performance trend of two scenarios are similar.

We then check the performance when the number of APs varies from 15 to 30 and the number of clients is fixed to 200. Figs. 3(a) and 3(b) plot the average aggregate throughput in the 3-antenna and 4-antenna AP scenarios, respectively. The results also show that our proposed greedy algorithm outperforms the three association schemes. In general, the performance of all the schemes increases when there are more APs sharing the traffic load of clients and providing their clients a higher bandwidth. However, without considering channel correlation among clients, the load-based scheme and BPF scheme cannot fully utilize the bandwidth of each AP and, hence, its throughput improvement is less significant. In other words, the gain of our greedy algorithm increases as the number of APs increases because each client has more association choices. The maximum gain over the load balancing scheme is 28% (45%) for 3-antenna (4-antenna) AP scenarios when the number of APs is 30.

In Fig. 4, we examine the performance when the number of APs’ antennas changes from 2 to 7. In this simulation, we fix the number of APs and clients to 25 and 200, respectively. The figure shows that our algorithm outperforms the other schemes and the gain over the RSSI-based, load-
based and BPF schemes increases as the number of AP’s antennas increases. This is because, when the number of concurrent clients increases, the probability that any two concurrent clients have correlated channels also increases, as a result decreasing the average rate of a beamforming group. In this case, careful client grouping and AP association become more important. This explains why our algorithm can benefit more from increasing the number of antennas at each AP.

We finally compare the performance of our Algorithm 2 with our proposed Algorithm 1 and RSSI association scheme. In this simulation, we assume that initially all clients associate with the strongest signal strength of APs. In Fig.5, we evaluate the performance of Algorithm 2 when there are mobility of clients and variability of channel characteristic. The result shows that the
Algorithm 2 can quickly converge to the performance of Algorithm 1 that just only reconfigures some client-Ap associations based on current network condition without recalculation of whole network configuration from Algorithm 1. And in fig.6, we divide the simulation to four phases and change the number of clients in each phase (the four phase are set to 150, 200, 100, 180 clients, respectively.). The result also shows that the Algorithm 2 can converge within less than five iterations, and it’s performance can approach the performance of Algorithm 1.

VI. CONCLUSIONS

In this paper, we consider the problem of client-AP association in a MU-MIMO WLAN. We have formulated the joint problems of client-AP association and client grouping as a mathematical model. Due to the NP-hardness of the joint problem, we propose two greedy algorithm that computes the achievable sum-rate of each beamforming group based on channel orthogonality among clients and then iteratively associates the best beamforming group with its optimal AP that produces the maximal sum-rate. We also consider the practical deployment, thus, we extend our Algorithm 2 in a distributed scheme. Our evaluation shows that the proposed algorithm achieves a throughput gain of 11–28%, 26–45% and 22–38% over the RSSI-based, load-based and BPF schemes, respectively. The result also showed that Algorithm 2 has similar performance with that of Algorithm 1, and converges quickly in a few iterations.
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Algorithm 2 Adaptation algorithm for maximization sum-rate

**Input:** set of all APs $\mathcal{A}$; the sets of clients $\mathcal{U}_a$ associated with AP $a \in \mathcal{A}$; the set of $A_u \subset \mathcal{A}$ that cover the same client $u$

**Output:** the sets of clients $\mathcal{U}_a$ associated with AP $a \in \mathcal{A}$

1: if a new client $u$ arrivals then
2: \[ a^* = \arg \max_{a \in \mathcal{A}_u} \left(\sum_{u \in \mathcal{U}_a} r'_{u,a} / |\mathcal{U}_a| - t_a\right) \]
3: \[ \mathcal{U}_{a^*} \leftarrow \mathcal{U}_{a^*}' \]
4: end if
5: while TIME = T do
6: for all $a \in \mathcal{A}$ do
7: \[ L_a = \sum u \in \mathcal{U}_a \frac{1}{r_{u,a}} \]
8: end for
9: \[ M_a = \{a | L_a, a \in \mathcal{A}\} \]
10: sort AP $a$ in $M_a$ by $L_a$ in an descending order
11: for all $a \in M_a$ in order do
12: if $r'_{u,a} - r_{u,a} < 0, u \in \mathcal{U}_a$ then
13: \[ \mathcal{U}_d \leftarrow u \]
14: sort client $u$ in $\mathcal{U}_d$ by $W_{\text{decline}}$ in an descending order
15: else
16: \[ \mathcal{U}_o \leftarrow u \] for all $u \in \mathcal{U}_a$
17: sort client $u$ in $\mathcal{U}_o$ by $W_{\text{original}}$ in an descending order
18: end if
19: for all $u \in (\mathcal{U}_d \text{ or } \mathcal{U}_o)$ in order do
20: (if $\mathcal{U}_d$ equals empty set, we execute the operation in set $\mathcal{U}_o$)
21: for all $j \in \mathcal{A}_a, a \neq j$ do
22: if $r_{u,j} - r_{u,a} > 0 \parallel \left[ (t''_a + t'_{u,j}) - (t'_{u,a} + t_j) \right] > 0$ then
23: \[ M_c \leftarrow j \]
24: end if
25: end for
26: \[ j^* = \arg \max_{j \in M_c} \left((t''_a + t'_{u,j}) - (t'_{u,a} + t_j)\right) \]
27: \[ \mathcal{U}_{j^*} \leftarrow \mathcal{U}_{j^*}' \]
28: \[ \mathcal{U}'_a \leftarrow \mathcal{U}'_a \]
29: end for
30: end for
31: end while